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MULTIPLE LINEAR REGRESSION

THE HYDROLOGIC ENGINEERING CENTER
GENERALIZED COMPUTER PROGRAM
704-G1-L2020

INTRODUCTION

1. ORIGIN OF PROGRAM

This program was developed in The Hydrologic Engineering Center by

R. G. Willey and H. E. Kubik. A two-part FORTRAN II version was written
~in 1968; a September 1970 version was written in FORTRAN IV and included
increased capability, and this version basically modifies the input to
conform with present standards.

It is recognized that nearly all computer centers have access to multiple
linear regression programs, but this program includes some different
statistical philosophy and some capability that is particulariy useful for
regional analyses.

2. CAPABILITIES OF PROGRAM

_The program makes a multipTe linear regression analysis and has the
following special features: _

a. - Automatic deletion. The analysis is first made with all of the
specified independent variables and then the least significant variable is
deleted and the analysis repeated.

b. Variable selection. A1l independent and dependent variables can
be stored and then only those variables desired for a particular analysis
may be used.

c.. Combination of variables. New variables may be computed from
the input variables, e.g,, a parameter A¥S [basin area(A) times the square
root of main channel slope (S)] can be computed when area and slope have
been input. h

d. Transformations. The variables may be transformed (square root,
logarithmic or reciprocal) to more nearly tinearize the relations.
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e. Input regression parametérs. The regression constant and
regression coefficients may be input and the residuals (difference
between cbserved and calculated), the adjusted multiple determination
coefficient and the standard error of estimate will be computed.

3. HARDWARE AND SOFTWARE REQUIREMENTS

This program has been developed and tested primarily on the UNIVAC 1108
and the CDC 7600 computer. No tape units are required.

PROGRAM DESCRIPTION

4. PROGRAM ORGANTZATION

The program consists of a main program and two subroutines. Subroutine
COMB is used to compute a new variable based on a combination of one or
more variables. Subroutine CROUT solves a set of simultaneous equations
to obtain the regression coefficients. The program will exit normaily
only in the main program. A macro-flow chart of the program organization
is shown in figure 1. _

5. THEORETICAL ASSUMPTION AND LIMITATIONS

The computations are made in accordance with the procedures given in
"Statistical Methods in Hydrology" by Leo R. Beard, January 1962, The .
independent variables are deleted, in turn, based on the minimum adjusted
partial determination coefficient (r 2). '

The adjusted multiple determination coefficient is used to compute the
standard error of estimate. Care must be taken in insuring that there
are more ohservations than variables. If the number of observations are
very close to the number of variables, the results may be unreasonable.

Variables with zero or very little (.000001) variance are deleted from
the analysis. A diagnostic is printed stating the name of the variable
deleted because of this limitation. _

6. METHODS OF COMPUTATION

The regression analysis is performed on either the transformed or non-
transformed variables in a like manner. The basic equation is:
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where the X; values are the independent variables and the Y value is

the dependent variable. "n" is the number of independent variables in
the analysis. The regression coefficients {b;) are calculated using the
Crout Method (Exhibit 1} for solution of the %0110wing equations:

N
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z(x]xn) b] + z(xzxn) b2 + ...+ z(xn) bn E(yxn)

where x. is the deviation of the value X for variable i, the observation

number Eeing impiied, from the mean (X.). z(xi)2 and z(xix.) can be
.determined from the following equationd: J '

Hﬁﬂézmi—gﬁ=zu02~hhﬁm (3)

Z(xixj) = z(xf - xi)(xj - xj} = z(xixj) - in zxj/N (4)
where N is the number of events or observations,

The regression constant (a) is calculated by use of the equation:
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where Y is the mean of the dependent variable for N events and the X.
values are the means of each of the independent variables for N events.

The unadjusted (RZ) and the adjusted (ﬁ?) determination coefficients
are determined by the following equations:

5 bi E(yxl) + by E(yxz)_f.. - -+ by ={yxp)

_ R- = & E(y)ﬁl (5)



R=1-(1-RON-T)/(N - NVAR) (7

where NVAR is total number of variables (both dependent and independent)
in the analysis.

The partial determination coefficient for a variable is the percent
increase in unexplained variance caused by deleting that variable from
the regression equation. The adjusted partial determination coefficient
is calculated by the following equation:

) :
1.234 | )

where the first subscript for the adjusted partial determination
coefficient indicates the dependent variable, the second indicates the
independent variable whose partial determination coefficient is being com-
puted, and the subscripts after the decimal indicate the other independent
variables involved in the computation.

The standard error of estimate (Se) is calculated by the following equation:

S, = G- N-D = s, S | . (9)

where Sy is the standard deviation of the dependent variable.

When the residual prediction option is specified the "RESIDUAL" column

is calculated as the difference between the observed and predicted vatues.
The "FRROR AS DEVIATE" column is calculated as the residual divided by
the standard deviation. The "RATIO" column is calculated as the residual
divided by the ¢bserved value, '



EXHIBIT 1

Crout!s Method*

‘One of the best methods for solving systems of linemr equations
on desk caleculating machines was developed by P. D. Crout in 1941,
This method ie based on the elimination method, with the ealculations
arranged in systematic order so as to facilitate their accomplishment
on a desk calculator. In this method the ¢oafficients and conatant
terms of the equations are written in the form of a "matrix," which is
a rectangular array of quantities arranged in rows and oolumns.

The method is best explained by an example. Suppose that in a
multiple correlation analysis it is required to solve the following
system of linear equations to obtain the unlnown vaiues of b2, h3, b4
ani b..

5}:;:2 B+ Bxy by v Box b o+ Do by = Dox,
Ex2x3 bz- + .ng b3 + Ex5;4 h4 + 2x5x5 bs = Exlx5
Bxgm, By + Begx, by s A S
Ex2x5 b2 + Ex3x5 bﬁ' + Ex4x5 b4 + Exg bS = Exlx5

For -simplicity let us replace the coefficients of the bts by the lettera
Py Q5 T and 8, and. the constant terms by the letter t, waing subsoripts
1y 2y 3 and & to denote the vespactive equations:

[
o

12 h2 + qy b3 - T b# + 8, b5 1
Py b2 f 5 'b5 + r, b4 + 8, b5 = tz
p3 bz +. q3 h3 + r3 b4 + s3 h5 - t3
i D, b2 .+ qQ b3 Ty b4 + o8 b5 = t4

A continuous check on the computations as they progresa may be obtained
by adding to the matrix of ihe above system & column of u'a, such that
U= p+q+ 2+ 8+ ts The patrix and check column are wribtten as
followe: S . ' . -

= - .
The Crout Method was presented at the AIEE Summer Convention in June 1941
by Prescott D. Crout, The method was developed by Gausz and refined by
Doolittle. .
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The elements p,, qé, r3 and s form the "principal diagonal" of

the matrix. Examination of the original equations shows that the co- _
efflciants are symmetrical about the principal diagonal, 104,y ql = Pos.
= p3, T, = qa, 81 = Py S ™ Qs and 33 = Iy

This ie charaoterzstlc of tne gystem of equations to be golved in any
maltiple correlation snalysim. Because of this symmetry, the computa-
4ions are considerably simplified. Whkile the Crout method may be used
to solve any system of linear egquations, the computational steps given
here are applicadle only to those with symmetriocal coafficients,

The solution ocmrsists of two parts, viz., the computation of a
"derived matrix" and the "back solution." Let the derived matrix be

denoted aa follows:
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The alements of the derived matrix are computed as follows:

itk Bmrm Pyep; RBoap,

t u
Ql = fi';‘ Rl - :l Sl bd 3 Tl - -—']-'- Ul L2 ......].'.
o} P Py P; P

| Q, t -T.P. -T.P

- - P g - T w212 T.  271%2
| : - 2
Y ~q, | 44 27 3, 3,

R
-l - - t ] ] L 3 - II.
Ry = 1y Q5R_2 PR, R, = 7, ~ R, - PR, S .ﬁ.;

s T s w b
3 Rs 3 35

Sq- - Bll- - RLFSB' - Q1+52 e Pll'sl

- ¥y, =T 5By, -T,0, T By . S S
4 84 4 34

The general pattern of the above computations, which may be applied
to a system containing any number of equations, is aa follows: .

- (1) The first column of the derived matrix is copied from the first
column of the given matrix.

(2) The remaining elements in the first row of the derived matrix
are computed by dividing the corresponding elements in the firsh Tow of -
the given matrix by the first element in that row.

(3) After completing the nid row, the remsining elementa inm the (n+1)zh
coluan are computed, Susch an elament (x) equals the corresponding element
of the given matrix minus the product of the element immediately to the left
of (X) by the element immediately above the prinsipal diagonal in the aame
column as (X}, minus the product of the second element o the left of (X)
by the second element above the principel diagonal in the same oolumn as (X),
8to. After sach elemant below the principal disgonal is recorded, and while
that element is @till in the caloulator, it is divided by the element of
the principal dlagonal which is in the same column., The quotient is the
element whoge lodation is symmetriocal to (X) with respect to the prinoipal
diagonal, : .

3
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(4) when the elementa in the (xf1+f!.)-1-:-IE column and their symmetrical
counterparts have been recorded, the (n+1):2 row will be complete except
for the last two elements, which are next computed. Such an element (X)
equals the corresponding element of the given matrix minus the product
of the element immediately above (X) by the element immediately to the
left of the principal diagonal in the same row as (X), minus the product
of the second element above {X) by the second element to the left of the
principal diagonal in the seme row as (X), ete., all divided by the
element of the principal diagonsl in the same row as (X).

The cheok column (U) of the derived matrix serves as a continuous
check on the computations in that emch element in the column equals
one plus the sum of the elements in the same row to the right of the
principal diagonal, That is,

V. = 1+ Ql + Rl +'S1 +_Tl

U, w 3 +R +8. +T

2. 2 2 2
U3 w 1+ S5 +* T5
UL. E T4

This. cheek shounld be made afier oompleiing each Tow.

‘The elements of the derived matrix to the right of the prinecipal
diagonal form a system of eguations which may now be used %o compute
the unknown values of bz, bﬁ, b4 and h5 by 'successive substitubion.

fThis ie known as the "back solution.”- The computatiops are as foliows:

h 5 = TLI’ -
b# = T; -_35b5
b

R TR

b2 = Tl - Slbﬁ - Rlb4 - le3

+ is very important that the computations be carried %o a suffi-
cient number of digits, both in computing the coefficients and constant
terms of the originel equations, and in computing the elements of the
derived matrix. It is possible for relaiively small errors in the
soefficients and constant terms of the original equations. to result in
relatively large errors in the. computed solutiona of the unknowns. The

4
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greatest source of exrTor in compubting ithe elements of the derived matrix.
arises from the loss of leading significant digits by subtraction. This
must be guarded against and can be dona by carrying the computations to.
more figures than the data. As & general rule, it is recommended ihat
the coefficients and constant terms of the original equations be carried
to a sufficient number of decimala to produce at least five sigmificant
digits in the smallest guantity, and that the elements of the derived
matrix be carried to one more decimal than this, but to not lsss than
six significant digits., '
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TESL DATA INPUT

TEST NC. 1 JANUARY 1975
STATISTICAL METHODS (BEARD 1562) EX 33
FIRST ANALYSIS-DATA SUPPLIED

4
LOG Q LOG SNO LOG GWLOG PRCP
11111
1936 -939 . 399 . 325 710
1937 . 945 .343 .385 .634
1938 1.052 -369 .408 . 886
1939 .744 . 246 .428 - 581
1940 . 666 . 181 .316 1.027
1941 © 1.081 . 297 469 1.315
1942 1.060 . 299 +511 1.097

1243 .892 . 354 .379 . 707
1944 1.021 + 295 . 395 1.240

1948 =920 321 . 376 1.0
1046 -755 - 168 413 1.038
1247 -960 280 410 .979

1 .
DATA FROM PREVIOUS ANALYSIS

300 %1

TEST NO.2 JANUARY 1975
DATA WITH SPECIAL FORMAT
COMPUTATION OF NEW VARI%BLE

T1 4 1
NM AREA LENGTH SLOPE LOG O
FT (A2,36,3F8.0/8X,F8.0)

o g 1 L/8**%,5

co -3 1 8 5 6
ce .5

TR 430013

DT IDP R 230 38.8 1.27

DT IDF R  3.082

DT BUF C 19.4 10.9  15.42

DT BUF C  2.377

DT MCD G 7.52 7.0 9,66

DT MCD ¢ 2.062 '

DTSATT 1 32.5 10.9 13,04
DTSALT 1 2.568

DTSALT 2 114 36.8 3.01
DTSALT 2 3.004

DT 2DPF R 635 88.1 1.06

DT 2PP R 3.557 .

ED -

ED

NI :

1 TEST NO. 3 JANUARY 1975
T2 USE DATA FROM TEST NO. 1

T? LFEAD REGRESSI0N1COEFFICIENTS
J

J48HE333333995884%2

LOG @ LOG SNO LOG GWLOG PRCP
1

1111

-.22 1.6 1.0 -3

1236 .239 .399 .325 -710
1937 »245 - .343 .385 -634
1938 1.0582 . 369 .408 -8B86
1939 744 . 246 -428 .581
1940 .566 181 -316 1.027
1941 1.081 . 297 - 460 1.315
1942 1.060 - 299 511 1.097
1943 .892 -354 . 379 707
1944 1.021 - 295 -395 1.240
1945 . 920 321 -376 1.091
1246 .755 . 168 .413. 1,038
1947 -960 .280 .410 =979
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TEST LATA OUTPUT

N Y Y II Iz a-s XL LT L2 2 Ty
MULTIPLE LINEAR REGRESSTON

704-G1-L2020 - JAN 1978

REVISED - JAN 1983
AhdkRkkR ek hahhhbhddhhhdhhkrhtid

TEST NO. 1 JANUARY 1975
STATISTTICAL, METHODS (BEARD 1862) EX 33
FIRST ANALYSIS~DATA SUPPLIED

NVAL NCOMBR  IPRNT  IFRMT  IDELE DELTA
4 0 0 0 0 0.0000
+ + + + AMALYSIS NO 1 + + + +
DEPENDENT VARIABLE -- LOG Q
IDEP veeens TRANSFORMATION CODES...... .. NOBR IRES  IFORC
1 114100000000000009020 0 2 0
YARTABLE TRANSFORMATION
LOG O NONE
LOG SNO NONE
LOG GW NONE
TOG PRCP NOME
INPUT DATA
OBS NO OBS ID LOG O LOG SNO 1,0G GW  LOG PRCP
1 - 1936 0.939 0.399 0.325 .710
2 1937 0.945 a.343 0.385 0.5634
3 1938 1,052 0.369 0.408 0.886
4 1939 0.744 Q.246 0.428 0.581
5 1940 0.666 0.181 0.316 1.027
6 1941 1.081 0.297 0.460 1.315
7 1942 1.060 0.299 0.511 1.097
8 1943 0.892 0.354 0.379 0.707
9 1944 1.021 0.295 0.395 1. 240
10 1945 0.920 0.321 0.376 1.091
11 1946 0.755 0.168 0.413 1.038
12 1947 0.960 0.280 0.410 0.979
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STATTSTICS OF DATA

BASED OM 12 OBSERVATIONS

STANDARD
VARIABLE  AVERAGE VARIANCE DEVIATION
LOG SNHO 0.2960 0.0050 0.0704
LOG GW ’ 0.4005 0.0028 0.0531
L.OG PRCP 0.9421 0.,0572 0.2392
L0G Q 0.9196 0.0181% 0.1346
SIMPLE CORRELATION COEFFICIENTS
VARTABLE LOG SNO LOG GW LOG PRCP LOG O
LOG SNO 1.0000 0.0000 ~0.0452 0.6308
LOG GW 0.0000 1.0000 0.1275 0.4170
LOG PRCP  =0.0459 - 0.1275 1.0000 0.2011
LOG Q 0.6308 0.4170 0.2011 1.0000
- INDEPENDENT ©  REGRESSION PARTIAL
VARIABLE COEFFICLENT DETERMINATION
COEFFICIENT
LOG SNO 1.621805 9.9106
~ LOG GW 1.4012931 0.6814
1.0G PRCP §.273387 Q.7451
_ STAMDARD
REGRESSTON R R BAR ERROR OF
CONSTANT SQUARE SOUARE ESTIMATE
-0.223704 0.9437 0.9226. 0.0274

FH bbb bbb bbb bbb b b bbb bbb b bbb bbb bbb bbb bbb bbb

DEPENDENT VARTABLE
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VARIABLE DELETED IS5

INDEPENDENT REGRESSTON PARTIAL
VARTABLE COEFFICIENT DETERMINATION
COEFFICTIRNT
LOG SN0 1.847213 0.7467
1.0G PRCE 0.348730 0.5963
STANDARD
REGRESSION R R BAR ERROR OF
CONSTANT SOUARE SQUARE ESTIMATE
0.103475 0.8011 0.7570 0.0663
DEFENDENT VARIABLE LOG Q
ERROR AS
OBS NO OBS ID OBSERVED CALCULATED  RESTDUAL DEVIATE
1 1936 0,939 1.008 -0.069 -0.515
2 1937 0,945 0.890 0.055 0.412
3 1938 1.052 1.020 0.032" 0.236
4 1939 0.744 0.711 0.033 0.243
5 1940 0.666 0.760 -0.094 -0,697
6 1941 1.081 1.051 0.030 g.221
7 1942 1,060 0.979 0.081 0.605
8 1943 0,892 0.933 ~0.041 -0.306
9 1944 1.021 1.022 ~0.001 -0.006
10 1945 0.920 1.013 ~0.093 -0.689
11 1946 0.755 0.742 0.013 0.095
12 1947 0.960 0.906 0.054 © 0,400
R BAR SQUARED g.7570
STANDARD FRROR OF ESTIMATE 0.0663
MEBN ERROR 0.0000
MEAN SQUARED ERROR 0.0033
t4 P R R O LI B et o e

LOG GW

RATIO
-0.074
0.052
0.0390
0.044
=0.,141
0.027
a.077
~0.046

-0.001

-0.101

0.017
0.056
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VARTABLE DELETED IS LOG PRCP

TNDEPENDENT REGRESSTON PARTTAL
VARIABLE COEFPICTENT DETERMINATION
COEFFICIENT
T.OG SNO 1.286212 0.3979
STANDARD
REGRESSION R R BAR ERROR OF
CONSTANT SQUARE SQUARE ESTIMATE
0.538865 0.4526 0.3979 0.1044
DEPENDENT VARTABIE LOG Q
: _ : ERROR AS
OBS NO OBS ID OBSERVED CALCULATED RESIDUAL DEVIATE RATIO
S 1936 0.939 1.052 -0.113 -0.840 -0.120
2 1937 0.945 0.980 -0.035 -0.260 -0.037
3 1938 1.052 1.013 0.039 0.286 0.037
4 1939 0.744 0.855 -0.111 -0.827 -0.150
5 1940 0.666 0.772 -0.106 -0.785 -0.159
6 1941 1.081 0.921 0. 160 1.190° 0.148
7 1942 1.060 0.923 0.137 1.015 ©0.129
8 1943 0.892 0.994 -0.102 -0.759 -0.115
9 1944 1.021 0.918 0.103 0.763 0.101
10 1945 0.920 0.952 ~0,032 -0.236 -0.034
11 1946 0.755 0.755 0.000 0.000 0.000
12 1947 0.960° 0.899 0.061 0.453 0.064
'R BAR SQUARED 0.3979
STANDARD ERROR OF ESTTMATE 0.1044
MEAN ERROR © 0.0000
MEAN SQUARED ERROR 0.0091
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HRXRERERRENA AR AT R R A AL AN dhdER
MULTIPLE LINEAR REGRESSION

704-G1-1.2020 AN 1975

REVISED JAN 1923
T T T I Y T T )

TEST ¥O. 1 JARTIARY 1975
STATISTICAT MPETHODS (BEARD 1962) EX 33
DATA FROM PREVIOUS ANALYSIS

+ '+ + + ANALYSTS MO 2 + + + +

DEPENDENT VARIABLE ~- LOG GW

IDEP eev....TRANSFORMATION CODES........ NOBR  IRES  TIFORC
3 001100000000C0Q00000 0 0 0

VARIABLE TRANSFORMATION

LOG Q WOT USED
LOG SNO NOT USED
1.OG GW NONE
LOG PRCP HONE
INPUT DATA

OBS NC OBS ID LOG GW LOG PRCP

1 1936 0.325 0.710

2 1937 0.385 0.634

3 1938 0.408 0.886

4 1939 0.428 0.581

5 1940 0.316 1.027

& 1941 0.460 1.315

7 1242 0.511 1.097

8 1243 0.379 0.707

9 1944 0.395 1.240

10 1945 0.376 1.091

1 1946 0.413 1.038

12 1947 0.410 0.979
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STATISTICS OF DATA

BASED ON 12 OBSERVATIONS

VARTABLE

LOG PRCP
LOG GW

AVERAGE

0.2421
0.4005

STMPLE CORRELATICN CORFFICIENTS

VARTABLE LOG PRCP
LOG PRCP 1.0000
LOG GW 0.127%

TNDEPEMDENT
VARIABLE

LS PRCP

REGRESSION
CONSTANT
0.332545%

+ b bdd e e
rrrrrTtTTTtrTT

PN T A I I N R I S T T
LI B Mt ol i i Lt ke i i i i

LOG GW
$0.1275
1.0000

REGRESSION

CORFPFICTENT

0.472132

R
SQUARE
0.1057

PRI S W |
LI I i e

STANDARD
- VARIANCE . DEVIATION

0.0572 0.2392

0.90028 ¢.0531 DEPENDENT VARIABLE

PARTTIAL
DETERMINATION
COEFFICIENT

0.0162

STANDARD

R BAR ERROR OF

SCUARE ESTIMATE
0.0163 0.0526

T4t
™ T+T

I TN T T N ST I O 0 YO WU S T I S S T I O O
T TrTTTTrTTrTTe T
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T Y e a2 2 T L T
MULTIPLE LINEAR REGRESSION

704~-G1-L2020 JAN 1975

REVISED JAN 1983
L T Y Y Y T s Ry

TEST NO.2 JANUARY 1975
DATA WITH SPECIAL FORMAT
COMPUTATION OF NEW VARIABLE

NVAL NCOMB IPRWT IFRMT IDELE  DELTA
4 1 0 1 a  0.0000
DATA FORMAT ( A2,A6,3F2.0/8%,F8.0)
COMBINATTON 1 STEP 1 s 3 4 5 6 7 8

OPERATION CODE =3 1 8 5 6 =2 1 7
COMSTRNTS i/ 9.5000 S

4+ + + + ANWALYSIS NO 1 + + +°+

DEPENDENT VARIABLE -- - LOG Q.
IDEP w<e....TRANSFORMATION CODES........ WNOBR  IRES IFORC
a 3001300800000000000 0 0 0
VARIABLE  TRANSFORMATION
AREA COMMON LOG
LENGTH HOT USED
SLOPE NOT USED
1LOG © NONE
L/S**.5 COMMON LOG
INPUT DATA
OBS NO OBS ID AREA LOG @  L/8%%.5
1 IDP R 230.000 3.082 34,429
2 BUF C 19.400 2.377 2.776
3 MCD C - 7.520 2.062 2. 252
4 sSALT 1 32.500 2,568 3.018
5 SALT 2 114,000 3.004 21,211
& 20P R 635.000 3.557 85.570

Page 8 of 11
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STATISTICS OF DATA

BASED ON & OBSERVATTONS
STANDARD
VARTABLE AVERAGE VARTANCE DEVIATION
AREA 1.8162 0.5168 0.7129
L/g** .5 1.0119 ¢.4526 0.6727
LOG O 2.7750 0.2936 0.5418
SIMPLE CORRELATION COEFFICIENTS
VARTABLE AREA  T,/§%*.5 LOG O
AREA 1.0000 0.96583 0.9936
L/S%** 5 0.9658 1.0000 0.9566
LOG O 0.9936 0.9566 1.0000
INDEPENDENT REGRESSION PARTIAL
VARIABLE COEFFPICIENT DETERMINATTON
COEFFICIENT
ARER 0.780995 0.8004
L/S**_5 -0.034300 0.0000
. STANDARD
REGRESSTON R R BAR ERROR OF
CONSTANT SOUTARE SOUARE ESTIMATE
1.391251 0.9898 0.9830 0.0705

B AL n g X R L SR RS A A A RS W W W W N W

INDEPENDENY REGRESSTON
- VARIABLE COEFFICIENT
AREA 0.749774
REGRESSION ' R
CONSTANT SQUARE
1.4132486 0.9837

VARIABLE DELETED IS L/S**_5

PARTIAL
DETERMINATION
COEFFICIENT

0.9872

STANDARD

ERROR OF

ESTIMATE
0.0614

R BAR
SQUARE
0.9872

B e N % M T S S W W W
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MILTTPIE LINEAR REGRESSTON

704-G1-1.2020 JAN 1975

REVISED JAN 1983
T Y T YT ST Y

TEST NO. 3 JANUARY 1975
USE DATA FROM TEST NO. 1

READ REGRESSION COEFFICIENTS

NVAL. NCOMB IPRNT IFRMT  IDELE
4 0 1 0 0 0.0000
IDEP eeee+. TRANSFORMATION CODES........
1° 111100000000000000
VARTABLE TRANSFORMATION
LOG Q NONE
LOG SNO NONE
106G GW NONE
LOG PRCP NONE
STATISTTCS OF DATA
BASED ON 12 OBSERVATIONS
VARIABLE AVERAGE VARTANCE
LOG SNO 0.2960 0.0050
LOG GW 0.4005 0.0028
LOG FRCP 0.9421 0.0572
T.OG Q £.9196 0.0181

SIMPLE CORRELATION COEFFICIENTS

+ + + + BNALYSIS NO 1 + + + ¢

DEPENDENT VARIABLE --

VARTABLE
LOG SNO
LOG GW
LOG PRCP
LOG O

LOG SNO
1.00400
0.0000

-0.045%
0.6308

LOG GW LOG PRCP

0,0000
1.0600
0.127%
0.4170

.OG Q

-0.0459 0.6308
0.1275 0.4170
1.0000 0.2011
0.2011 1.0000

NOBR IRES

0

STANDARD
DEVIATION

0.0704
0.0531
0.2392
0.1346

LOG Q

IFORC
o

- DEPENDENT VARTABRLE
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INPUT REGREZZ3ION COEFFICIENTS

CONSTANT =-0.2200
LOG SNO 1.6000
LOG GW 1.0000
LOG PRCP 0.3000
LOG 9

DEPENDENT VARTARLE

OBS NO' OBS ID OBSERVED CALCULATED

1 1936 0.939 0.956
2 1937 0.945 0.904
3 1938 1.052 1.044
4 1939 0.744 0.776
5 1940 0.666 0.694
6. 1941 1.081 1.110
7 1942 1.060 1.098
8 1943 0.892 0.937
9 1944 1.021 1.019
10 1945 0.920 0.997
11 1946 0.755 0.773
12 1947 @.960 0.932

R BAR SQUARED

STANDARD ERROR OF ESTIMATE
MEAN ERROR

MEAN SQUARED ERROR

RESIDUAL

-0.017
0.041
0.008

~-0.032

~(¢.028

-0.029

-0.038

-0.045
0.002

-0.077

~-0.018
0.028

0.9120
0.0383
-0.0171

0.0013

ERROR AS
DEVIATE RATIO
-0.129 -0.019

0.305 0.043
0.058 0.007
-0.237 ~0.043
~0.206 -0.042
-0.213 -0.027
-0.286 -0.036
-0.338 -0.051
0.015 0.002
~0.571 ~0.084
-0.135 -0.024
0.210 0.029

b3
T
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DESCRIPTION OF INPUT DATA
GENERALIZED COMPUTER PROGRAM
704-G1-1.2020

T1, T2, T3 Title Cards

Three title cards for the identification of the ouput. A TI must be
in cotumns 1 and 2 of the first card. A new T3 card is required for
pach subsequent analysis which uses the same data set.

J1 - First Job Card

Fie]d(}) Variable Yalue . Description
1. ~ NVAL Total number of values (variables) to

be read for each observation and stored
for use in this and subsequent analyses.
This is not necessarily the number of
variables to be included in the first
analysis which will be specified by the
TR card. Dimensioned for 18 variables.

2. NCOMB Number of hew variables to be computed
: by combining two or more variables and
constants. A1l combinations for subse-
quent analyses which use the same data
must be performed in first analysis.
Dimensioned for five combinations. Sum
of NVAL and NCOMB must not exceed 18.

3, IPRNT Data Tist options.
0 - Provides 1ist of input data for each job.
1 - Suyppresses listing of input data.

(]j}he standard card format for most HEC programs consists of columns 1
2 reserved for the card code (Field 0) and the remaining columns used
for program specification or data. Columns 3-8 are Field 1 and the
remaining 72 columns are divided into nine 8-column fields.
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J1 Card {continued)

Field Variable Value

q. IFRMT
0
_ 1
5. IDELE
G
1
6-10,
NM - Variable Name Card
Field Variable  Value
1. DELTA
2-10. ANAMA

Description

Format of data on the cards.

Data in standard format of (A2,A6,9F8.0)
vor card identification, observation
identification, and data, respectively.
The format for the second card, if
required, is {8X,9F8.0).

Special format will be read on FT card.
DelTetion options.

Automatic deletion of each variabie
with Towest partial determination coefficient,

in turn, until only one independent variabie
remains. :

Suppresses automatic deletion.

Not used.

Description

Increment which will be added to all data

to meet certain constraints when logarithmic,
square root, or reciprocal transformations
are made. The increment should be zero
unless the following constraints are
yiplated:

Trans form Constraint

Logarithmic “data™ + DELIA >0
Square root "data" + DELTA >0
Reciprocal "data" + DELTA #D

Alphanumeric name of each variable read
in, NVAL (J1.1) names. Order must corres-
pond to order aof data as read. If more
than one card is needed, the name for the

- 10th variable is placed in fieid Z of

the second card, etc.
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FT - Special Format Card

Supply this card only if IFRMT (J1.4) is positive.

Field Variable Value

1-10. IFMT

€J - Combination Job Card‘})

"~ Field Variable Vatue

1. NOP
2. - NCPN
3. ' ANAMA
4-10.

C0 ~ Combination Operations Card (1)

Description

Format of data to be read from cards.

The first field must read the data card.
code (the DT) in AZ format and the second
field must provide for an a1phanumer1c
identification of the observation in

A format and NVAL (J1.1) floating point
fields, e.g., (A2, A4, 10X, 10F6.0). The
second A field cannot exceed six columns.

-NOTE: Parentheses must be provided in

specification.

Description

Number of operation codes necessary to

compute & new variable by combining one
or more variables. Dimensioned for 20

operation codes.

Number of constants necessary to compute
a new variable. Dimensioned for five
constants

Alphanumeric name of new variable being
computed, _

Not used.

Supply this card only in conjunction with CJ card.

Field Variable Yalue
1-10. 10P |

Description

Operation to be performed, NOP (CJ.1)
values,

(Derovide NCOMB (31.2) sets of CJ, €0, and, if required, CC cards.
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€0 Card (continued)

The sequence of operations necessary to obtain a desired computed
variable must be specified by "operation codes.” These operations
are performed by using three operating registers, argument {ARG),
accumutator (ACC} and storage (STORE). The accumuTator has been
initialized to zero prior to computations. Any constants necessary
for the arithmetic will be entered on the CC card in the sequence
necessary. The final value in the accumulator is used as the vaiue
for the new variable.

Operation Operation Code

Variabie-+ARG -yn  Variable number, preceded by minus
sign, to use next where "vn" is orde
number as read in or combined. This
variable becomes the argument.

ARGHACCACC 1 Add argument to accumulator.

- ACC-ARG-ACC 2 Subtract argument from accumulator.
ARG{ACC)-+ACC 3 Multiply argument times accumulator.
ACC/ARGACC 4 Divide accumulator by argument.
ACCARG+ﬂCC 5 Rajse accumulator to power of argume
ACCHSTORE -

then 0.-ACC 6 Store accumulator while further arit
' metic is done. Accumulator is then
reset to zero.
STORE-ARG 7 Retrieve stored value. This value n
becomes the arqument.
Constant->ARG 8 Use the next constant on the CC card
_ as the argument.
Ce -_Combination Constants Card(l)
“Supply this card only if NCON (CJ.2) is positive.
Field Variable Value Description
1-5. CNST Supply NCON (CJ.2) values.
5-10. Not used.
Mprovide NCOMB (J1.2) sets of CJ, CO, and, if required, CC cards.
rage

r\

nt.

h-

ow
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TR - Analysis Specification Card

This card is provided for each analysis.

Field

1.

2-6.

. Variable - Value
IDEP
~IFUNC
0
1
2
3
4
NOBR
IRES

Descriptien

Number identifying the order number

of the dependent variable in the total
array of values read in, i.e., 3 if
third value in the array is the desired

dependent variable.

Variabie deletion or transformation code
for each variable. NVAL (J71.1) plus

NCOMB (J1.2) values in special (I2)
format, i.e., the code for the first
variable read would be in column 10, the
code for the second variable in column 12,
etc.

Operation
Delete from current analysis
No transformation
Square root
Logarithmic, base 10
Reciprocal

The number of observations t¢ be used
in this aralysis. The program will
count the number of observations {NOBS)
as the data are read; therefore, may be
left blank if all observations are to
be used in analysis. If positive, the
first NOBR observations will be used,
but must be less than or equal to NOBS.
Dimensioned for 500 observations.

Residual-prediction options. Provides

a tabuTation of the observed, calculated,
the difference between the observed and
calculated, and, if the Tog transfarmation
of the dependent variable, the ratio of

. the observed to the calculated. The

computation for a multiple 1inear regres-
sion analysis will be performed when IRES>D.
Predetermined regression parameters will
be read (RP card) when IRES= -1.
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TR Card (continued)

Field Variable Value
-1
G
>0
9-10.

RP - Regression Parameters Card

Supply this card only if IRES {TR.
Field Variable Value

1. AA

2. BB

DT - Input Data Cards

Regression parameters to be read in.

with no analyses.

Suppresses residual--prediction

routine.

positive number indicating maximum

number of independent variables to

be included in equation. Routine
will operate for each deletion there-

after.

Not used.

g) is -1.

Description
Regression constant.

Regression coefficients. Supply same
number of coefficients as there are
independent variables (one less than
the number of IFUNC (TR.2) values
that are greater than zero) in the
order corresponding to data.

Input data need only be provided for first amalysis. Subsequent analyses
can use same data provided all necessary data are read in first analysis.
The data may be in the following format or the format specified by the FT
card. Dimensioned for 500 observations.

Field Variable Value
1. . XID
Z2. X

Description

An alphanumeric jdentification for the
observation.

value for the first variable.
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DT Card (continued)

Field VariabhTe Value

3-10. X

ED - End of Data Card

Supply the same number of ED cards

on DT cards.
Field Variable Value
0. ID
1-10.
NJ - Next Job Card
" Field Variable Value
1. NEXT
0
1

Description

VaTue for succeeding variables, NVAL
(J1.1) values, If more than one

card is needed, the value for the

10th variable is placed in field 2

of the second card, etc, The identifi-
cation (XID) can be repeated in field 1
to assist in identifying each card.

as required to supply one observation

Description

The letters ED must appear in columns 1

~and 2.

Not used.

Description

This variabie indicates what type of
job follows according to the following
values:

Begin a new job. Branches to beginning
of program and reads T1, T2, and T3
cards for a new job or for a normal
stop.

'Different analysis with same input

data. Branches to read T3, TR, and,
if required, RP cards. (No data cards
provided.)

T1 card, plus three blank cards, will cause a normal STOP.
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I l [ | | | | | L

Fither Tj_or T1 depending on NEXT (NJ.1). T1 card plus A

_ three blank cards will cause a normal STOP

I I | | I | I [

~

! |
DEP TFUNC .. NVAL + NCOMB values NOBR IRES

X X ... NVAL values.Standard format unless )
| | i | | 1 IFRMT {J1.4)>0
BB BE ... NINDP values, Omit unless IRES

I i I ! (TR.8)>0

TR
| Special 12 format | [ | !
CC /CNST CNSﬁ' ....lNCUNIva1uei. Omﬂt unTﬁss NCﬂN (CJ]2)>O W
o qu IOPI_....I NP s;!ames.l O l. | ' I A
CJ )/ NOP NCON ANAMA Omit ?J, €0, CC uT1ess NCOMB A
l l | ! (31.2)>0
FT }/ (Nonstandard FORMAT of input data). Omit unless IFRMT )
| L | | [ l | 1(31.4)>0
NM ELTﬁ ANAMﬁ ANAMﬁ ..... INvAL \ialues.l | ! | Y
J1 ¥'NVAL NCOMB IPRNT IFRMT IDELE ) )
i T T N S N N N
T3 /TITLE CARD - - -
gl Y VU S PO TR TR N N
T2 Y TITLE CAR
EOR
Tt /TITLE CARD A )
L/
/
S
Y
/
\ W,
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